
 

A. Reading course: Machine Learning Techniques in Social Science (PhD level), 7,5 hp 

A third level (PhD) “reading course” does not involve any teaching and typically only has one 
or a few participants taking part in the course. A reading course for 7,5 credits should cover 
an ambitious and demanding reading material, which exact page number can vary 
depending on the nature of texts (i.e., heavy dominance of research articles). The 
Department of Sociology offer reading courses to its PhD students on areas that cover either 
a specific topic of high relevance for the PhD thesis, or a specific area of research expertise 
in the Department. This course belongs to the latter category. 

 

The aim of this particular course is to learn how to apply a select number of machine 
learning techniques for social scientific research. General topics that can be included this 
reading course include natural language processing (e.g. topic modeling), quantitative 
computational methods (e.g.  social network analysis, random forests, support vector 
machines, neural networks, or machine learning regression methods), and optimization 
algorithms (e.g. the genetic algorithm). These techniques require the ability to use an 
appropriate software tool or programming language (e.g. R or Python). 

This particular course will involve reading a number of technical methodological texts, 
writing code that applies the given techniques to a set of data, and analyzing the results of 
the analysis in a lab report(s). 

This course has been reviewed by the Director of graduate studies on 2022-11-10.

B. Course Details, Assessment, Grades 

This course is offered by Christopher Swader upon demand as a reading course on the 
readings listed under D, below. There is no teaching. The course is examined on the basis of 
written works totalling (in English) 10-15 pages. 

 

The grades for the course are awarded as Pass or Fail. To receive a Pass, the student must 
fulfil the learning outcomes specified for the course and demonstrate an independent, 
reflective, well-informed and critical relationship to the issues presented in the course

C. Learning Outcomes 

By the end of the course the student should be able to learn how the selected machine 
learn techniques work and how they can be best applied for social scientific data analysis. 
Thus the learning outcomes are:

1) Demonstrate a working knowledge of the chosen method(s). 



2) Demonstrate the abilility to apply the method(s) to social scientific analysis tasks.

D. Admission Requirements

Applicants must be admitted to the Ph.D. program at the Department of Sociology, Lund 
University, or be accepted as a visiting student to that program. 

E. Course Literature 

Choose a manageable amount of texts (between 500-800 pages of readings. This should 
take into consideration the level of difficulty and technical nature of the readings. Higher 
difficulty means fewer such readings are required), picked from the list below or defined in 
collaboration with the course leader, that cover the agreed-upon Machine Learning 
methods. 
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